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Abstract
As the demand for higher integration density and perfor-
mance efficiency continues to grow, 3D stacking has emerged
as a promising solution. In 3D ICs, the complexity of physical
design and the optimization space is significantly increas-
ing. Therefore, researching high-quality 3D native instead
of pesudo 3D physical design has become even more impor-
tant. This paper reviews recent advancements and persistent
challenges in 3D physical design, focusing on F2F bonding
technologies. Then, this paper discusses several issues that
still require further research and some overlooked problems,
with the hope of helping researchers develop higher-quality
3D native physical design tools in the future.
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1 Introduction
Three-Dimensional Integrated Circuits (3D-ICs) have emerged
as one of the most promising solutions for extending Moore’s
Law. In 3D-ICs, devices are distributed across multiple dies
and interconnected, significantly reducing the length of in-
terconnects within the chip, thus achieving additional per-
formance gains. Typical application chips of 3D-ICs include
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Figure 1: 3D stacking techniques for the inter-die con-
nection.

Intel’s Meteor Lake and AMD’s Zen 4, both of which have
demonstrated significant performance improvements and
cost savings [45].

Vertical interconnect technology plays a crucial role in the
design and functionality of 3D-ICs. As 3D-ICs involve stack-
ing multiple tiers of devices, efficient vertical connections
between these tiers are essential for optimizing performance,
power consumption, and data transmission speed. Currently,
there are three main 3D integration technologies according
to the vertical interconnection technology: Through Silicon
Via (TSV) based 3D integration, Monolithic 3D integration
(M3D), and Face-to-Face (F2F) hybrid bonding 3D integration.

• T3D: TSV-based 3D (T3D) is themostmature vertical in-
terconnect technology in 3D IC design, where TSVs are
fabricated across two or more tiers of devices. However,
the relatively large pitch and parasitic characteristics
limit their applicability.This is mainly used to design
chip involved memory-to-logic or large logic-to-logic
designs with a small number of global interconnects
[38].

• M3D: An emerging alternative is Monolithic 3D inte-
gration (M3D), where tiers are manufactured sequen-
tially and connected using Monolithic Inter-tier Vias
(MIVs). Since wafer alignment is not required, the sizes
of these MIVs are approximately the same as local vias.
Overall, compared to TSV-based 3D-ICs, the small size
of MIVs enables ultra-high integration density, signifi-
cantly reducing silicon area and cost. However, M3D
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Table 1: Physical dimensions of inter-tier connections.
MIVs Bonding terminals TSVs

Via size 20 − 40𝑛𝑚 0.5 − 2𝜇𝑚 3 − 10𝜇𝑚
Via pitch 40 − 80𝑛𝑚 1 − 4𝜇𝑚 6 − 20𝜇𝑚
Via height 100 − 200𝑛𝑚 < 1𝜇𝑚 30 − 100𝜇𝑚

presents manufacturing challenges, as each subsequent
tier is fabricated under strict thermal limitations to
avoid damaging the existing tiers. [24]

• F2F hybrid bonding 3D: Face-to-Face (F2F) bonding is
another approach, which bonds the two faces of chips
together. F2F-bonded 3D-ICs do not require additional
silicon area for 3D connections, eliminating the need
to reserve empty space for vias and allowing for higher
integration density. The zero silicon area overhead of
F2F bonding provides significant advantages in many
applications. Overall, F2F bonding terminals are much
smaller and easier to manufacture than TSVs, allowing
for higher interconnect density and lower costs in 3D
integration [13].

As shown in Figure. 1, TSVs require significant silicon
area allocation, impacting device density. MIVs reduce silicon
area overhead but are constrained to homogeneous technol-
ogy node integration. In contrast, hybrid bonding terminals
(HBTs) enable heterogeneous technology stacking while min-
imizing silicon area consumption, providing a more efficient
vertical integration solution. Table 1 presents the physical di-
mensions of these inter-tier interconnects. Additionally, MIVs
faces significant yield challenges, making F2F hybrid bonding
3D integration the most effective technology until further
technology advancements are made. There are some previous
reviews [5, 27, 37, 60], while this paper aims to review the
existing 3D physical design algorithms especially for F2F-
bonded technology and explore some previously overlooked
aspects to facilitate 3D-native physical design in the future.
The remainder of this paper is organized as follows. Sec-

tion 2 reviews the existing 3D IC flow and discusses some
of the current challenges. Section 3 presents potential fu-
ture research directions for the 3D IC flow. Finally, Section 4
provides a summary of this paper.

2 Existing 3D Physical Design Solutions
Current methods for 3D-ICs can be broadly categorized into
two main types: pseudo 3D flow and 3D-native flow, as il-
lustrated in Figure 2. The remainder of this section reviews
recent technologies within these two categories.

2.1 Pseudo 3D Physical Design Flow
Some of the earlier approaches to addressing 3D-IC physi-
cal design involved pseudo 3D flows, which completed 3D
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Figure 2: Pesudo 3D Flow and 3D Native Flow.

design by making certain 3D considerations and optimiza-
tions based on 2D IC tools. Methods [4, 28, 43, 48, 55] start
by scaling down the standard cell sizes or chip area and then
utilize commercial 2D tools to perform the cell placement.
Following this, they use balanced hypergraph bipartitioning
to assign cells to their respective dies. Finally, commercial
2D tools are used again for routing and the final sign-off
process. Macro-3D [3] further enhances this flow by incorpo-
rating the simultaneous partitioning of macros and standard
cells, demonstrating superior PPA optimization capabilities.
Building on the Macro-3D approach, methods such as M3D-
ADTCO [51] and Hier-3D [1] introduce considerations for
SoC-level designs, including memory components.

2.2 Power Delivery Network
The design of a Power Delivery Network (PDN) is a con-
strained optimization problem. An optimal PDN must limit
voltage drops caused by transistor switching activity, meet
current density constraints imposed by electromigration lim-
its, and use minimal metal resources to achieve design density
goals [52].

Previous research efforts (e.g., [17, 20, 22, 40]) have primar-
ily focused on TSV-based technologies, proposing various
methods for constructing TSV topologies and developing
IR drop analysis models. Zhu et al. [59, 61] have proposed
PDN design approaches specifically targeting F2F-bonded
technologies. They developed design models for F2F-bonded
PDNs under specific technology assumptions and demon-
strated their effectiveness in real-world applications, such as
commercial CPUs.

2.3 Partitioning
Tier partitioning is also a critical step in the F2F-bonded 3D-
IC design, as it determines the specific tier of each cell or
macro. Previous work primarily utilized traditional heuristic
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graph partitioning algorithms for tier partitioning, such as re-
cursive partitioning [46] and bin-based min-cut partitioning
with the FM partitioning algorithm in Shrunk-2D [41]. These
partitioning algorithms consider basic constraints like area
balance and iteratively optimize the cut size (i.e., number of
3D cross-die nets). However, they do not take into account
other critical factors, such as cell coordinates, bonding ter-
minal density, timing, or design hierarchy, which can lead
to discrepancies between the partitioning results and actual
design requirements. Additionally, Panth et al. [42] explored
a partitioning method driven by routability using a mini-cost
flow algorithm. enabling the cut of multi-pin nets during par-
titioning and resulting in partitioning outcomes that are more
conducive to routing.
Another typical class of partitioning algorithms based on

machine learning. TP-GNN [35] is a hierarchical partitioning
framework based on Graph Neural Networks (GNN), which
considers multiple design and technology factors, including
design hierarchy and cell timing. These features are encoded
into vectors and fed into the GNN for unsupervised learn-
ing. Finally, weighted K-means clustering is applied to gener-
ate the tier partitioning. Compared to the bin-based min-cut
method, the TP-GNN framework can reduce the total wire-
length of a 3D-IC by 7%.

2.4 Placement

3D-ICs offer significant improvements in integration density
and performance but also introduce novel placement chal-
lenges. As the design space extends from 2D to 3D, die assign-
ment for elements and the utilization of vertical interconnects
have increasingly substantial impacts on subsequent design
stages. Additionally, the expansion of the solution space adds
complexity, making high-quality placement outcomes more
challenging to achieve.

Early 3D placement research primarily extended traditional
2D models, adapting conventional 2D wirelength and den-
sity models into three-dimensional space. For example, the
force-directed 3D placement method [14] and the non-linear
3D placement method [11] expanded the layout space by
introducing continuous variables in the z-direction, with dis-
cretization handled during post-processing. The TSV-aware
3D placement method [18] further accounted for TSV space
requirements, reserving TSV locations during global place-
ment to reduce resource conflicts and routing complexity
in later stages. Building on this, ePlace-3D [32] introduced
an electrostatic model that balances density through electric
field forces, achieving enhanced placement quality. Despite
extensive research, existing 3D-IC placement techniques are
generally unsuitable for F2F-bonded stacked 3D-IC designs
with heterogeneous technology nodes [19]. To address this is-
sue, researchers have proposed two categories of approaches:

Discrete Methods: Traditional "partition-first, then place"
discrete placement techniques typically rely on methods like
min-cut partitioning, which fail to fully leverage the advan-
tages of 3D-ICs. These methods lack co-optimization, making
it challenging to effectively control metrics such as wirelength
and routability, and they are prone to local optima. Zhao et
al. [57] proposed an alternating iterative method based on
bilevel programming, which considers multiple objectives,
including wirelength, cell density, and heterogeneous tech-
nology nodes, to achieve superior solutions.

Analytical Methods: Traditional analytical 3D placement
algorithms use continuous optimization method but face two
significant challenges in F2F-bonded 3D-ICs: a) The continu-
ous density model in traditional 3D algorithms cannot effec-
tively handle heterogeneous tiers; b) Previous algorithms use
a simplified 3D HPWL model to smooth vertical connections,
but this model is not suited to F2F-bonded 3D designs. To ad-
dress these challenges, [8, 29] have proposed novel wirelength
models, along with improvements to eDensity, enabling ana-
lytical methods to be effectively applied in this problem.

In addition to optimizing wirelength and reducing terminal
count, recent studies consider more design constraints. For
example, recent studies [9, 58] introduced targeted enhance-
ments for 3D mixed-size placement. [47] proposes optimizing
routability during bonding bumps and terminals legalization,
while TA3D [23] achieves timing optimization in 3D-ICs by
optimizing the critical path.

2.5 Clock Tree Synthesis
Clock tree synthesis (CTS) is a critical component in IC design,
aiming to distribute the clock signal efficiently across the chip
while minimizing skew, delay, and power consumption. Clas-
sic 2D clock tree designs, such as mesh [15], “fishbone” [2],
and symmetric H-tree topologies, reduce clock skew and im-
prove robustness. The GH-tree [16] extends the H-tree with
a branching factor to optimize performance. Deferred-Merge
Embedding (DME) and its variants [6, 10, 54] builds a topol-
ogy via bottom-up merging and top-down embedding for
effectively managing skew. In [7, 49, 53], buffer insertion is
integrated with clock tree routing, allowing continuous delay
updates for a balanced clock tree.
In 3D-ICs, CTS faces more challenges and opportunities

due to the stacking of multiple dies and the direct connection
of clock net pins to F2F bonding terminals. These are primarily
reflected in the following aspects: a) increased complexity in
timing calculations. b) convergence issues in heterogeneous
designs. d) and increased difficulty in clock topology design
and routability. To address these issues, current research in
3D CTS primarily focuses on the following directions:

Thermal-awareMethods:Aims tomitigate clock skew in-
duced by temperature gradients. Utilizes thermal-sensitive al-
gorithms for clock tree topology generation, with techniques
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like symmetrical buffer insertion and grid-based thermal pro-
filing to reduce thermal hotspots [36, 39, 50].

TSV-aware Methods: Focuses on minimizing TSV count
and placement while ensuring zero-skew clock distribution
across 3D tiers. Uses methods like DME and TSV-aware tier
embedding to optimize TSV usage alongside wirelength and
delay reduction [25, 26, 34, 56].

Power-efficient Methods: [30, 33] integrate clock gating
into CTS and elaborately assign TSVs’ locations to reduce
dynamic power in 3D-ICs .

Fault-tolerant Methods: Incorporates redundancy mech-
anisms and TSV pairing algorithms to address TSV-related
vulnerabilities, ensuring stable clock distribution under TSV
faults [44].
Despite these advancements, current 3D CTS techniques

are not fully equipped to address the unique challenges posed
by F2F-bonded 3D-ICs. The cross-die clock topology in F2F de-
signs requires innovative approaches to balance delay, skew,
load, and power consumption while accommodating hetero-
geneous clock cell requirements. Accurate evaluation of clock
cell delays and interconnect delays is crucial for convergence
in clock tree synthesis. Therefore, there is a need for new
methodologies that can effectively handle the complexities
of CTS in F2F-bonded 3D-ICs.

2.6 Routing
Compared to 2D chip design, F2F-bonded 3D-ICs introduce an
additional dimension and more routing space, which makes
developing true 3D placers and routers more challenging.
Current routers handle only 2D ICs, and the typical approach
is to split the 3D design into individual designs for each tier,
with each design being routed independently [28, 43]. This
requires the positions of the bonding terminals to be known
so that the authors use I/O pins to represent the bonding
terminals for each tier. Once the partitioning of all cells is
finalized, current bonding terminal-based placers perform
a joint placement of terminals and cells to determine the fi-
nal terminal positions. To ensure the legality of F2F-bonded
3D-IC terminal planning, Pentapati et al. [47] proposed a dual-
assignment algorithm that legalizes the bonding terminals
after the routing engine inserts them, aiming to minimize
the total displacement of the terminals. However, considering
legality at the post-processing stage can result in deviations
from the optimized routing solution. Furthermore, improve-
ments in legality are heavily constrained by the initial assign-
ment positions.
In response to challenges with 3-D via overlap violations

in modern technology nodes, Huang et al. [21] developed an
innovative approach that integrates a new via legalization
stage and a refinement phase during routing. They introduced
two distinct methods for via legalization: a force-based al-
gorithm and a bipartite-matching algorithm optimized with

Bayesian techniques. To overcome the aforementioned limita-
tions, BTAssign [31] explored a generalized form of the bond-
ing terminal assignment problem. The proposed routability-
driven assignment framework is integrated before the rout-
ing phase, allowing for greater flexibility and improvement.
Within the BTAssign framework, an adaptive generalized as-
signment formulation is efficiently solved through an iterative
divide-and-conquer algorithm.

3 Challenges and Opportunities
The previous section introduces several recent 3D physical
design works. However, to achieve 3D native physical design
flow, there remain several issues that have a critical impact
on the quality of results but have not been given enough
attention. This section introduces some opportunities and
challenges from the perspective of methodologies in the EDA
field, focusing on three aspects: new design objectives that
need to be considered, new constraints introduced by emerg-
ing technologies, and new stages that should be integrated
into the design flow.

3.1 Partitioning Algorithm
Apart from the challenges discussed in the Section 2.3, hy-
pergraph balanced bi-partitioning remains a fundamental
challenge in EDA. For 3D-ICs, the partitioning algorithm
should address two distinctive challenges:

P1: Balanced Hypergraph Partitioning with Variable
VertexWeights. Existing partitioning works in 2D-IC design
mainly focus on min-cut based partitioning. The integration
of heterogeneous technologies results in varying cell sizes
across different dies due to distinct process characteristics.
This makes it critical to develop balanced bi-partitioning al-
gorithms that accommodate variable weights.
P2: Advanced Objective Requirements. Beyond tradi-

tional balanced partitioning constraints, partitioning algo-
rithms should address a broader range of objectives. Specif-
ically, the partitioning process needs to account for critical
considerations such as timing and thermal effects to ensure
overall design quality.

3.2 Macro Placement
With the increasing complexity of modern integrated circuits,
numerous Intellectual Property (IP) blocks must be incorpo-
rated to meet design requirements. Consequently, the strate-
gic placement of these IP blocks becomes crucial, particularly
in 3D-ICs. Two key challenges must be addressed for solving
the macro placement problem in 3D-ICs:

P1: 3DLayoutRepresentation.While conventionalmacro
placement employs various data structures for layout repre-
sentation, these traditional approaches lack adequate exten-
sions for 3D spaces. Novel algorithms are required to bridge
this fundamental gap in 3D representation.
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P2: Data-flow Driven 3D Macro Placement. Tradition-
ally, macro placement relies heavily on engineers’ expertise.
However, the 3D-IC design necessitates a paradigm shift in de-
sign methodology. This underscores the importance of devel-
oping automated macro placement algorithms that explicitly
consider data flow patterns and dependencies.

3.3 Placement

Despite recent advances in addressing 3D placement chal-
lenges (discussed in Section 2.4), several critical research di-
rections remain to be explored for achieving high-quality
placement.
P1: Wirelength-driven Analytical 3D Placement. A

fundamental placement framework is the wirelength-driven
analytical placer, traditionally guided by the Half-Perimeter
Wirelength (HPWL) model. Extending the conventional 2D
placer to 3D-ICs introduces unique complexities due to ver-
tical integration and heterogeneous technologies considera-
tions. Specifically, this can be broken down into three specific
reasons: 1) The introduction of the Z-dimension creates signif-
icant discontinuity, making it difficult for methods that relax
the problem to find approximate solutions, often resulting in
a large gap; 2) The 3D wirelength model needs to account
for the sum of wirelength for each tier, and the elements re-
quired for wirelength calculation change with variations in
the Z-coordinate; 3) The areas of heterogeneous technologies
cells differ across tiers, leading to discontinuity in the density
function along the Z-axis. These three factors together make
it challenging to analytically model and solve the wirelength
model and density model, necessitating the research of more
advanced models and algorithms.
P2: Fusion of Partitioning and Placement. In 3D-IC

design, partitioning and placement need to be more closely
integrated than in traditional 2D flows. Unlike traditional
TSV-based 3D-ICs, hybrid bonding allows for denser inter-
die connections, which can significantly impact partitioning
and placement decisions. For example, partitioning must ac-
count for the physical constraints imposed by the hybrid
bonding technology and the variation due to different inter-
connect capacities between tiers. By integrating partitioning
with placement, it is possible to achieve more efficient die-
level area utilization and optimized overall wirelength. The
approach allows for adjusting the partitioning of cells dynam-
ically based on placement feedback, ensuring that timing-
critical paths are kept short and communication-intensive
cells are placed in close proximity. This integration also facil-
itates better management of vertical interconnect resources,
improving routability and minimizing congestion in critical
regions.

P3: Co-optimization of Hybrid Bonding, Cells, and
Macros. The advanced F2F hybrid bonding technology re-
quires a co-optimization approach that simultaneously ad-
dresses the placement of standard cells and macros across
multiple dies. Similar to solving placement problems with
multiple fence regions, there should be a simultaneous move-
ment phase that addresses cell placement across different
tiers and supports hybrid bonding. This step would allow for
the comprehensive optimization of critical objectives such as
wirelength, timing, and routability.

3.4 CTS
Besides the challenges discussed in Section 2.5, several critical
factors must be considered to optimize clock distribution
across multiple dies, especially when utilizing hybrid bonding
technologies. Here are some techniques that may need to be
developed further:
P1: Leveraging Hybrid Bonding Terminals to Build

3D Tree Structure. The structure of clock tree is vital be-
cause it directly affects skew, latency, wirelength and power.
Hybrid bonding terminals provide greater flexibility in ver-
tical interconnections, increasing the solution sapce of tree
structure construction. By using hybrid bonding terminals,
either bottom-up or top-down approaches can achieve a novel
merging method, increasing the possibility of obtaining high-
quality 3D CTS. Additionally, bonding terminals introduce
potential challenges such as thermal and routability issues.
Carefully designed algorithms that balance thermal, power,
and routability metrics will become increasingly important
in 3D tree structure.
P2: Challenges from Heterogeneity. Designing a 3D

clock tree becomes more complex when dealing with differ-
ent materials and technology nodes across dies. Variations
in material properties like dielectric constants and thermal
expansion coefficients can introduce delays, even in physi-
cally identical clock paths. Accurate delay modeling across
different dies is necessary to maintain synchronization. Addi-
tionally, threshold voltage variations in different technology
nodes can increase skew, requiring fine-grained clock skew
modeling to effectively balance these disparities.

3.5 Routing
Besides the challenges discussed in Section 2.6, there are
several critical problems to be solved.
P1: Multi-tier Net Topology. In 2D-ICs, interconnects

are typically implemented using multiple metal layers. The
cost associated with vias, which are the vertical connections
between these layers, is generally negligible. This allows de-
signers to use a rectilinear Steiner tree topology to efficiently
achieve interconnect routing without significant cost con-
cerns. However, the cost of vertical connections in 3D-ICs
is significant and cannot be overlooked. This makes the de-
velopment of efficient 3D interconnect topologies crucial for
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optimizing performance and cost. Dewan et al. [12] propose
an algorithm for constructing a routing topology database
that enables the creation of all multilayer monolithic rec-
tilinear Steiner minimum trees on the 3D Hanan grid. To
demonstrate the database’s versatility across different appli-
cations, they apply it to generate timing-driven 3D routing
topologies and perform congestion-aware global routing on
3D designs.

P2: Cross-tier Routing Resource Model. Most compet-
itive routing algorithms route net one by one, this process
does not consider the routing resources required by subse-
quent nets. This approach often leads to congestion because
it doesn’t optimize the overall resource allocation across all
nets. Since inter-layer connections are fixed before the rout-
ing stage, available routing paths become limited, increasing
congestion. In addition, since the nets may be distributed
across different dies, it is challenging for sequential routing
algorithms to simultaneously optimize wirelength, timing and
congestion across different dies. To address these challenges,
a more holistic approach is necessary. We should simultane-
ously consider the connectivity requirements of all nets, con-
structing a comprehensive resource model that includes fixed
connections. By pre-allocating resources based on this model
and using the pre-allocation results to guide net routing, we
can effectively alleviate congestion and improve the efficiency
of the routing stage. Multi-step collaborative optimization is
also needed to enhance the routability of preceding steps.

3.6 Thermal-driven Physical Design
In modern 3D-ICs physical design, thermal management has
become increasingly critical for ensuring reliable system op-
eration. For example, previous work in [61] presents a rapid
analysis of power integrity and thermal flow, enabling early-
stage voltage drop and thermal analysis, while co-optimizing
these solutions throughout the design process. This section
examines thermal-driven physical design from two essential
perspectives:
P1: Fast Thermal Analytical Method. Thermal-driven

physical design demands fast analytical models to evaluate
and predict on-chip temperature distributions, allowing de-
signers to identify potential thermal hotspots early in the
process. Since traditional methods for computing thermal
distributions are time-consuming, an approximate model is
needed for fast estimation. As each design stage provides
varying levels of detail, it is crucial to develop suitable mod-
els tailored to each stage.
P2: Optimization Algorithm. The thermal models can

be integrated into multiple design stages, from floorplanning
to detailed placement and routing. It’s worth considering inte-
grating thermal analysis results into objective functions and
optimization algorithms during the solution process, creating
a feedback mechanism for improved thermal management.

3.7 Hybrid Bonding Optimization
In F2F-bonded 3D-ICs, the number and location of bonding
terminals serve as critical determinants of overall design qual-
ity. To achieve better performance, hybrid bonding terminals
not only require standalone optimizations, but also need to be
integrated into the entire design flow. Two principal research
directions warrant investigation:
P1: Optimization of The Number of Terminals. The

number of HBTs is a key metric that partitioning algorithms
need to consider. For a cross net, at least one HBT is required
to connect pins on different tiers. Notably, using more than
one hybrid bonding terminal for a cross net may lead to
improved net topology, thereby impacting the overall routing
results [31]. Therefore, allocating the appropriate number of
hybrid bonding terminals for nets is an often-overlooked yet
crucial issue.
P2: Optimization of The Location of Terminals. The

location of HBTs is another critical metric. In F2F hybrid
bonding technology, HBTs must connect to the top metal
layer and are functionally represented as pins on this highest
metal layer. The position of HBTs affects the actual routing;
therefore, once the number of HBTs is determined, they typi-
cally need to simultaneously move together with the cells to
collaboratively optimize key metrics such as wirelength and
routability. Additionally, since the top metal layers usually
contain power grids, the placement of HBTs must avoid these
power grids to minimize design rule violations. Therefore,
developing algorithms that consider process constraints and
routability objectives is also of great importance.

4 Conclusions
In conclusion, this paper reviews the advancements and on-
going challenges in 3D physical design, particularly focusing
on F2F bonding technology’s potential and limitations. As
integration density and complexity grow, traditional design
frameworks are increasingly inadequate, necessitating inno-
vative solutions across multiple design stages. Despite notable
progress, achieving robust 3D layouts that optimize timing,
thermal, and power constraints remains challenging. Future
research is needed to develop more native 3D IC algorithms,
such as heterogeneous-aware partitioning algorithms, ad-
vanced thermal-aware placement algorithms, and enhanced
hierarchical co-optimization techniques. Addressing these
areas will be crucial to unlocking 3D ICs’ full potential and
achieving scalable, high-performance designs.
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